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1 Introduction

Our novel outlier detection methodology relies mainly on nonparametric machine learning via

Bayesian Additive Regression Trees (BART) Chipman et al. (2010); Sparapani et al. (2021); speci�-

cally, an extension known as Monotonic BART or MBART Chipman et al. (2016). BART/MBART

is an ensemble model of binary regression trees. Ensembles are the best-known predictive models

in out-of-sample performance as assessed by an independent validation data set Baldi and Brunak

(2001); Kuhn and Johnson (2013), i.e., ensembles will not over-�t to the training data at the ex-

pense of predictive performance on the unseen validation data (thus providing robustness to outliers



whether a particular patient has an outlier is NOT needed to be known for the training cohort



Figure 1: Friedman's partial dependence function when the strength of the relationship between

age and weight is mistakenly ignored. In this �gure, males are blue dots/lines and females are red

dots/lines with 95% credible intervals around the marginal e�ects.

2.3 Marginal e�ects and dependent variables

Friedman's partial dependence function works well when there are only weak relationships between

the covariates. However, when there are strong relationships, such as between age and weight here;

then, we need to extend this approach which we illustrate via our example.

We adopt the following notation for our variables: a for age,g for gender,r for race, w for weight

and y for height. If we are interested in the marginal e�ects due to age and gender, then we could

consider the FPDF f y (a; g) = E [ yjdo(a; g)], i.e., the expected height on a grid of speci�ed values for



Figure 2: Friedman's partial dependence function when the strength of the relationship between

age and weight is properly accounted for. In this �gure, males are blue dots/lines and females are

red dots/lines with 95% credible intervals around the marginal e�ects.
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Figure 3: Friedman’s partial dependence function when the strength of the relationship between

age and weight is mistakenly ignored. In this �gure, males are blue dots/lines and females are red

dots/lines with 95% credible intervals around the marginal e�ects.
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Figure 4: Friedman’s partial dependence function when the strength of the relationship between

age and weight is properly accounted for. In this �gure, males are blue dots/lines and females are

red dots/lines with 95% credible intervals around the marginal e�ects.
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